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Abstract. Users of web search systems often have difficulty determin-
ing the relevance of search results to their information needs. Clustering
has been suggested as a method for making this task easier. However,
this introduces new challenges such as naming the clusters, selecting
multiple clusters, and re-sorting the search results based on the cluster
information. To address these challenges, we have developed Concept
Highlighter, a tool for visually exploring concept-based fuzzy clusters in
web search results. This tool automatically generates a set of concepts
related to the users’ queries, and performs single-pass fuzzy c-means clus-
tering on the search results using these concepts as the cluster centroids.
A visual interface is provided for interactively exploring the search re-
sults. In this paper, we describe the features of Concept Highlighter and
its use in finding relevant documents within the search results through
concept selection and document surrogate highlighting.

1 Introduction

Users of web search systems commonly have difficulties determining the relevance
of the document surrogates that comprise web search results. While some of
these difficulties can be attributed to poorly crafted queries, even when the users
provide a query that adequately describes their information needs, the search
results are often a mixture of documents with varying degrees of relevance. This
inability of web search engines to provide highly relevant search results for users’
queries can be attributed to the generality of the collection of documents being
searched, the ambiguity of language, and the word mismatch problem [5].

Because most searches result in a combination of relevant and irrelevant doc-
uments to the users’ information needs, the users are required to make relevance
decisions on a document-by-document basis. This can be time consuming, and
can result in users giving up when a large portion of the search results are irrel-
evant. The end result is that users of web search systems often view only one to
three pages worth of search results [14, 15].

One possible method for addressing this problem is to cluster the search
results such that documents that are similar to one another are grouped together
[11]. In such a system, the users navigate the clusters in order to narrow down
the search results and avoid clusters of irrelevant documents. In the best case



2

scenario, the users will select the relevant clusters and view lists of document
surrogates in which a large portion are relevant to the users’ information needs.

One of the primary challenges in clustering is determining an adequate name
or description of the clusters. If this information does not correctly describe
the document surrogates contained in the cluster, the users will either choose
clusters that are not relevant to their information need, or will entirely miss the
clusters that contain the relevant documents. Further problems with clustering
web search systems include an inability to select multiple clusters simultaneously,
and a lack of sorting or re-ordering the search results.

To address these drawbacks of the clustering in web information retrieval, we
have developed a tool for visually exploring concept-based clusters in web search
results called Concept Highlighter. This tool makes use of a concept knowledge
base [9] in order to automatically generate a set of concepts related to the users’
queries. The concepts generated using the concept knowledge base are used as
the centroids for a single-pass fuzzy c-means clustering algorithm [2, 11] that is
applied to the search results as they are retrieved via the Google API [6]. A visual
representation of the fuzzy membership scores allows the users to interactively
select concepts of interest and identify how this affects the clustering of the
search results.

Preliminary studies have shown that this method for providing a visual rep-
resentation of the fuzzy clustering results can be very effective in allowing users
to narrow down the search results. Further, since the users can interactively
select and un-select concepts, as well as sort and re-sort the search results, the
outcome is an exploration of the search results. This ability to explore the search
results allows the user to take an active role in the evaluation of the results of
their web search, and is a step towards Yao’s vision for web information retrieval
support systems [19].

The remainder of this paper is organized as follows: An overview of clustering
in web information retrieval is provided in Section 2. In Section 3, we describe
our methods for obtaining the concepts and generating fuzzy c-means clusters
of the search results using these concepts. Section 4 describes the methods by
which the cluster membership scores are visually represented. The process for
interactively exploring the results of a web search is presented in Section 5.
Conclusions and future work are provided in Section 6.

2 Background

Clustering can be defined as the unsupervised classification of data objects into
groups of similar objects (called clusters) [11]. Clustering has been explored
for a number of years both for browsing text collections [4, 8] and for organizing
web search results [20, 21]. Hearst and Pedersen validated the cluster hypothesis,
showing that relevant documents tended to be more similar to each other than
non-relevant documents [8]. This research provides evidence that clustering can
be used to support the users’ tasks of finding relevant groups of documents from
a collection of search results.
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Recently, a number of publicly available web search systems have been devel-
oped that provide clusters of web search results, and allow the users to browse
the clusters to narrow down the set of search results. Many of these systems use
hierarchical clustering algorithms, and primarily differ in the representation and
interaction with the clusters. Two such systems are Vivisimo [17] and Grokker
[7].

The hierarchical clustering algorithms used by these systems partition the
search results at various levels of similarity [11]. The result is a tree-like structure
representing the clusters, where parent clusters contain all the objects of their
children clusters.

In Vivisimo, these hierarchical clusters are represented as a tree. The nodes
in the tree can be expanded and collapsed in a manner similar to file directory
navigation. When a tree node is selected, the document surrogates contained
within that cluster are displayed in a separate frame.

In addition to providing a tree-like navigation scheme, Grokker uses a visual
representation of the hierarchical cluster structure. This visual representation
uses nested circles to represent the clusters and their children, and provides the
ability for the users to see the sizes of the clusters and whether they contain
additional children or document surrogates. Like Vivisimo, when a cluster is
selected, the document surrogates that are contained within that cluster are
displayed in a separate frame.

One of the challenges in any clustering system is to provide meaningful names
for the clusters. Commonly, the names are generated by choosing the most fre-
quent terms or phrases within the cluster (ignoring very common terms such as
“is”, “and”, “the”, etc.) [21]. The ability to choose meaningful descriptions of
clusters in a web search system has a direct impact on the ability for the users
to correctly navigate the clusters to find relevant document surrogates. If vague
or misleading names are chosen for the clusters, this can lead to users choosing
clusters that are not relevant to their information needs (resulting in the eval-
uation of documents that are likely not relevant), or not choosing clusters that
are relevant to their information needs (resulting in missing documents that are
relevant).

Commonly, the documents that are relevant to a users information needs will
be distributed among multiple clusters. However, these systems do not easily
support the exploration of multiple clusters. While it is possible to view an
intermediate cluster that contains all the document surrogates of its children
clusters, viewing the union of an arbitrary set of clusters is not possible. This
means that if users wish to explore multiple clusters, they must do so separately.

A final difficulty with these web search clustering techniques is that they do
not provide any additional information regarding the organization of the docu-
ment surrogates within the clusters. When a cluster is selected, the documents
are listed in the same order as provided by the underlying search engine. There
is no indication of which documents are most similar to the cluster centroid, or
the degree of membership to the cluster.
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To address these shortcomings of the web search clustering systems, we have
developed Concept Highlighter, a tool that provides a visual and interactive
interface to concept-based fuzzy clusters of web search results. In this tool, the
clusters are named using the concept names; multiple clusters can be selected
generating a union of the clusters; and the search results are re-sorted based
on their membership score. Information visualization techniques are used to
visually represent the fuzzy membership scores of the document surrogates in an
abstract and compact form, allowing the users to visually process and interpret
this information.

3 Fuzzy Clustering Using Concepts

The first step in generating the concept-based fuzzy clusters is to obtain a set
of concepts associated with the users’ queries. The source of the conceptual
information is a concept knowledge base that was originally devised for query
expansion [9, 10]. This concept knowledge base contains relationships between
concepts and the terms have been used to describe them. The ACM Computing
Classification System [1] was used as the source of the conceptual knowledge
for the prototype tool, resulting in a concept knowledge base specifically for the
computer science domain.

The process for obtaining the concepts that are related to the users’ queries
is similar to the process for generating the query space as described in [10]. The
query terms are first processed using Porter’s stemming algorithm [12], which
removes the prefixes and suffixes from terms to generate the root words, called
stems. These stems are matched to the stems in the concept knowledge base, and
the nearest concepts are selected. For each of these concepts, the set of stems that
are nearest to the concept are selected from the knowledge base. Each of these
sets will contain one or more of the original query term stems, plus additional
stems that are not present in the query.

In our previous work, the resulting query space was used to allow the users to
interactively refine their queries. In this work, we instead use this query space to
identify potential cluster centroids that may be relevant to the users’ information
needs. For each concept, a vector is created using the set of stems that were
selected from the concept knowledge base. The weight of the link between the
concept-stem pair is used to set the magnitude of the concept vector in the
dimension associated with the stem.

Therefore, as a result of this query space generation, a set of concept vectors
C = {c1, c2, . . . , cm} are generated. If the total number of unique stems that were
selected from the concept knowledge base is p, then the dimension of all vectors
ci (i = 1 . . .m) is p. Further, the magnitude of the vector ci (i = 1 . . .m) on
dimension j (j = 1 . . . p) is given by the concept knowledge base weight between
concept i and term j.

After the concepts have been obtained from the concept knowledge base,
and the concept vectors have been created, the users’ queries are sent to the
Google API [6]. As each of the document surrogates are retrieved, a single-pass
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fuzzy c-means clustering algorithm [2, 11] is performed. The title and snippet
from the document surrogate are processed using Porter’s stemming algorithm
[12], and the frequency of each unique stem is calculated. These frequencies are
used to generate vectors for each of the document surrogates. Although some
argue against using term frequencies (TF) as the sole source of information in
a text retrieval system [13], using other global information such as the inverse
document frequency (IDF) is not feasible when the document surrogate vectors
need to be generated as each document surrogate is retrieved (to achieve a near
real-time web information retrieval system).

Given a set of concept vectors C = {c1, c2, . . . , cm} and a document surrogate
vector di, the fuzzy membership of document surrogate di with respect to concept
cj is given by:

ui,j =
1∑m

k=1(
sim(di,cj)
sim(di,ck) )

2

In this calculation, the similarity between a document surrogate vector and
a concept vector is given by the Euclidean distance metric [11]:

sim(xi, xj) = (
p∑

k=1

(xi,k − xj,k)2)1/2

Normally, when evaluating the document surrogates, all unique stems would
contribute to the construction of the document surrogate vector. However, since
the distance calculations in this single-pass fuzzy clustering algorithm are al-
ways between concept vectors and document surrogate vectors, we only need to
consider the stems that are already present in the concept vectors. This reduc-
tion in the dimension of the document surrogate vectors results in an increase
in the speed at which the fuzzy clusters are generated. In our prototype system,
the fuzzy cluster membership scores are calculated as quickly as the underlying
search engine can provide the document surrogates to the system.

While it is common to run the fuzzy c-means clustering algorithm in multiple
passes, each time re-calculating the centroids of the clusters, we only run the
algorithm in a single pass resulting in a fuzzy membership score for each concept-
document surrogate pair. This ensures that the fuzzy clusters remain centred
around the concepts.

Since the concepts represent the centroids of the clusters, the clusters can
be named using the concept names. This is a valuable benefit since the names
of the concepts are derived from the source knowledge upon which the concept
knowledge base was constructed (in this case, the ACM Computing Classification
System). Further, since the clusters always remain centred on the concepts, they
are independent of the search results. Therefore, while two similar queries will
result in two different sets of search results, they will commonly result in a very
similar set of concepts. This can be beneficial as the users learn which concepts
are of interest to their general information seeking needs (and can be extended
in the future to support personalized concept selection).
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4 Visual Representation of Membership Scores

Information visualization takes advantage of the human visual information pro-
cessing systems by generating graphical representations of data or concepts [18].
The cognitive activity involved in viewing and processing a visual representation
allows users to gain understanding or insight into the underlying data. With re-
spect to the visualization of fuzzy clusters, the ultimate goal is to allow users to
see the clusters without limiting their ability to view the entire set of document
surrogates.

Concept Highlighter provides a compact list-based representation at two lev-
els of detail: the overview map shows the membership scores for the first 100
documents returned by the Google API in a single compact list; the detail view
shows approximately 25 document surrogates at a time. A screenshot of these
two levels of detail are shown in Figure 1.

Our preliminary studies have shown that most users have a preference for a
compact representation of web search results, which can more easily be visually
scanned. As such, the only persistent information from the document surrogate
provided in the detail view is the title. The snippet and URL associated with
each document surrogate can be accessed as needed via a tool tip. Additionally,
the detail view provides the document surrogate number, allowing the user to
easily identify the degree of importance placed on this document surrogate by
the underlying search engine algorithms.

Fig. 1. The visual representation of the web search results consists of an overview map
(right) and a detail window (left). These search results were returned from the query
“addressing schemes resources networks”, and show the fuzzy membership score when
the concepts “computer-communication networks: network architecture and design”
and “operating systems: communications management” are enabled. The document
surrogates with the purple links are those that have been viewed by the user in this
search session.
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Since the spatial position of an object and its colour can be perceptually
separated, colour coding of the fuzzy membership scores can be used without
interfering with the spatial layout of the data [18]. In many cases, colour can be
pre-attentively processed, allowing the information to be absorbed by the users
faster than if they were required to read the corresponding numerical values [18].
While identifying specific values in the colour scale used in Concept Highlighter
may not be pre-attentively processed, identifying a relative ordering as well as a
few high values from many low values will be processed faster than reading the
numerical values.

The choice of a colour scale is not as simple as it might seem. Since we
need to represent an ordered sequence of values, a colour sequence that varies
monotonically on at least one colour channel is required [16, 18]. A set of nine
perceptually distinct colours on a yellow-green-blue colour scale were chosen to
represent the fuzzy membership scores. This colour scale varies on all three colour
channels: luminance, yellow-blue, and red-green. The ColorBrewer application
[3] was used to select this colour scale.

In order to allow the users to remain aware of the location of the detail view
with respect to the larger set of documents represented in the overview map, a
grey box is used to indicate the correspondence between these two coordinated
views. Together, these views allow the user to both investigate the document
surrogates in detail, as well as gain insight into the features of the entire set of
search results displayed.

5 Interactive Search Results Exploration

Users of Concept Highlighter can interactively explore the search results in a
number of different ways. A list of the concepts matched to the users’ queries is
provided at the top of the display. Beside each concept is a checkbox which can
be used to enable or disable the corresponding fuzzy cluster.

When the user checks a cluster, the fuzzy membership scores for all the doc-
ument surrogates is visually represented in both the overview map and detail
view. The user may check multiple concepts, the result of which generates a sum-
mation of the fuzzy membership scores corresponding to the selected concepts.
Therefore, as multiple concepts are selected, the document surrogates that are
nearer to both clusters are represented with a darker colour on the colour scale,
indicating their higher fuzzy membership score.

As the documents that belong to the selected clusters are highlighted, the user
may visually inspect both the overview map and the detail view to find relevant
documents. Clicking on any location in the overview map will automatically
scroll the detail view to that location. Therefore, the users can easily scan the
entire 100 documents shown in the overview map, and jump to locations of
interest based on the fuzzy membership score visualization.

To make it easier for the users to systematically view the set of documents
that are contained within the selected fuzzy clusters, a sorting mechanism is
supported in the detail view, and is enabled by default. Clicking the column
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header above the colour codes for the fuzzy membership scores will disable the
sort. Any changes to the sorting will be instantly reflected in the overview map
as well detail view.

The interactive nature of concept cluster selection, and the sorting of the
documents based on the total fuzzy membership score allows the users to in-
teractively explore the search results. Using the fuzzy clusters as a means for
organizing the search results in this exploration process can help in bringing
documents that are relevant to the users’ information needs into focus, even if
these documents are deep in the search results.

An example of a scenario in which a user performs a search for “address-
ing schemes resources networks” is provided in Figure 2. A video showing this
scenario is provided on the author’s web site 1.

6 Conclusions & Future Work

Even for well crafted queries, the results of web searches often contain document
surrogates of varying degrees of relevance to the users’ information seeking goals.
Clustering of the search results allows the users to navigate the clusters in order
to narrow down the set of search results to a smaller collection containing a
larger ratio of relevant documents. However, most web search clustering systems
use simple keyword-based cluster naming techniques; do not allow the users to
select multiple clusters simultaneously; and do not organize the search results
once a cluster is selected.

In this paper, we described Concept Highlighter, a tool for generating concept-
based fuzzy clusters of web search results, and an interface for visually represent-
ing the fuzzy membership scores and interactively exploring web search results.
The visual exploration of the concept-based fuzzy clusters allows the users to
interactively select the concepts they think may be relevant to their information
seeking goal, and see the results of these concept selections in the highlighting
of the document surrogates that belong to the corresponding fuzzy clusters.

The ability of Concept Highlighter to allow the users to find relevant docu-
ment surrogates depends on the ability of the tool to match the users’ queries
to the concept knowledge base. Further, if there are few concepts returned, or if
all the concepts returned are relevant to the users’ information needs, the abil-
ity to assist the users in narrowing down the search results is diminished. This
can occur when the users’ queries are very specific, and will often lead to very
specific search results.

More often, the users’ queries are less specific. This results in multiple con-
cepts being selected from the concept knowledge base, and a more general collec-
tion of documents being returned from the search engine. It is in these situations
Concept Highlighter can assist the users in finding relevant documents. The in-
teractive exploration of the web search results using the concept-based fuzzy
clusters can lead the users to groups of document surrogates that are relevant,
and away from groups of document surrogates that are less relevant.
1 http://www.cs.uregina.ca/~hoeber/ConceptHighlighter/
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(a) (b)

(c) (d)

Fig. 2. A common usage scenario would begin with the user entering their query and
viewing the search results (a). The user may then check the concepts that are relevant
to their query which sorts the document surrogates based on their fuzzy membership
score (b). The users may view the snippet and URL contained in the tool tip (c). The
link colour changes as documents are viewed, allowing the users to easily identify what
they have previously seen (d).

Preliminary investigations have shown this tool to be quite effective in bring-
ing relevant documents to the users’ attention; a more systematic study is cur-
rently underway to determine the benefits of this work over other clustering
methods and simple list-based representations. Since the concept knowledge base
used in this work is specific to the computer science domain, the usefulness for
general web searching is somewhat limited. The development of a more general
concept knowledge base would broaden the applicability of this tool to more
general web searching. Other future work includes the integration of this tool
with our larger research project of developing a complete framework for a visual
and interactive web information retrieval support system.
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